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1. Introduction to Speex

The Speex coded(t p: / / wwv. speex. or g/ ) exists because there is a need for a speech codec that issopase and free
from software patent royalties. These are essential dondifor being usable by any open-source software. In ess&peex

is to speech what Vorbis is to audio/music. Unlike many opgrech codecs, Speex is not designed for mobile phones but
rather for packet networks and voice over IP (MolP) appiicatFile-based compression is of course also supported.

The Speex codec is designed to be very flexible and suppode range of speech quality and bit-rate. Support for very
good quality speech also means that Speex can encode wilspaach (16 kHz sampling rate) in addition to narrowband
speech (telephone quality, 8 kHz sampling rate).

Designing for VoIP instead of mobile phones means that Sigembust to lost packets, but not to corrupted ones. This is
based on the assumption that in VoIP, packets either arrigttered or don't arrive at all. Because Speex is targetadiatle
range of devices, it has modest complexity (variable) ancharg footprint.

All the design goals led to the choice of CELP as the encodinfrtique. One of the main reasons is that CELP has long
proved that it could work reliably and scale well to both loit+tates (e.g. DoD CELP @ 4.8 kbps) and high bit-rates (e.g.
G.728 @ 16 kbps).

1.1. Getting help
As for many open source projects, there are many ways to ¢ttt Speex. These include:

e This manual

e Other documentation on the Speex website (http://wwwxspegy)

Mailing list: Discuss any Speex-related topic on speex@giph.org (not just for developers)

IRC: The main channel is #speex on irc.freenode.net. Nakdbe to time differences, it may take a while to get
someone, so please be patient.

e Email the author privately at jean-marc.valin@usherbeocéonly for private/delicate topics you do not wish to discuss
publically.

Before asking for help (mailing list or IRC}t is important to first read this manual . It is generally considered rude to
ask on a mailing list about topics that are clearly detaitethe documentation. On the other hand, it's perfectly Okd(an
encouraged) to ask for clarifications about something @ml/er the manual. This manual does not (yet) cover everything
about Speex, so everyone is encouraged to ask questiods;@@ments, feature requests, or just let us know how Speex is
being used.

Here are some additional guidelines related to the maiistg Before reporting bugs in Speex to the list, it is strgngl
recommended (if possible) to first test whether these bugbeaeproduced using the speexenc and speexdec (see Fgction
command-line utilities. Bugs reported based on 3rd partdeare both harder to find and far too often caused by errors tha
have nothing to do with Speex.

1.2. About this document

This document is divided in the following way. Section 2 déses the different Speex features and defines many bagis ter
that are used throughout this manual. Section 4 documengtsahdard command-line tools provided in the Speex disioib.
Section 5 includes detailed instructions about progrargrasing the libspeex API. Section 6 has some informationeadla
Speex and standards.

The three last sections describe the algorithms used inxSpéese sections require signal processing knowledgerbut
not required for merely using Speex. They are intended fopf@gewho want to understand how Speex really works and/or
want to do research based on Speex. Section 7 explains teeadjaea behind CELP, while sections 8 and 9 are specific to
Speex.



2. Codec description

This section describes Speex and its features into mordseta

2.1. Concepts

Before introducing all the Speex features, here are someegts in speech coding that help better understand thefrést o
manual. Although some are general concepts in speech/pratiessing, others are specific to Speex.

Sampling rate

The sampling rate expressed in Hertz (Hz) is the number opksriaken from a signal per second. For a sampling rate
of Fs kHz, the highest frequency that can be represented is equR) 2 kHz (Fs/2 is known as the Nyquist frequency).
This is a fundamental property in signal processing and $srileed by the sampling theorem. Speex is mainly designed fo
three different sampling rates: 8 kHz, 16 kHz, and 32 kHz. sEhare respectively refered to as narrowband, wideband and
ultra-wideband.

Bit-rate

When encoding a speech signal, the bit-rate is defined asutheer of bits per unit of time required to encode the spedch. |
is measured ibits per secondbps), or generallkilobits per secondit is important to make the distinction betweldfobits
per secondkbps) andkilobytes per secondkBps).

Quiality (variable)

Speex is a lossy codec, which means that it achives compreasthe expense of fidelity of the input speech signal. @nlik
some other speech codecs, it is possible to control thedfmiade between quality and bit-rate. The Speex encodincgss

is controlled most of the time by a quality parameter thagesfrom 0 to 10. In constant bit-rate (CBR) operation, thaityu
parameter is an integer, while for variable bit-rate (VBRE parameter is a float.

Complexity (variable)

With Speex, it is possible to vary the complexity allowed foe encoder. This is done by controlling how the search is
performed with an integer ranging from 1 to 10 in a way thaitisilsr to the -1 to -9 options tgzipandbzip2compression
utilities. For normal use, the noise level at complexity bé&tween 1 and 2 dB higher than at complexity 10, but the CPU
requirements for complexity 10 is about 5 times higher thancbmplexity 1. In practice, the best trade-off is between
complexity 2 and 4, though higher settings are often usefidmencoding non-speech sounds like DTMF tones.

Variable Bit-Rate (VBR)

Variable bit-rate (VBR) allows a codec to change its bierdynamically to adapt to the “difficulty” of the audio being
encoded. In the example of Speex, sounds like vowels anddrighgy transients require a higher bit-rate to achievelgoo
quality, while fricatives (e.g. s,f sounds) can be codedjadéely with less bits. For this reason, VBR can achive |dvierate

for the same quality, or a better quality for a certain bterdDespite its advantages, VBR has two main drawbacks; liyst
only specifying quality, there’s no guaranty about the fenadrage bit-rate. Second, for some real-time applicatikesoice
over IP (VolP), what counts is the maximum bit-rate, whichstriue low enough for the communication channel.

Average Bit-Rate (ABR)

Average bit-rate solves one of the problems of VBR, as it dyically adjusts VBR quality in order to meet a specific target
bit-rate. Because the quality/bit-rate is adjusted in-teaé (open-loop), the global quality will be slightly lowéhan that
obtained by encoding in VBR with exactly the right qualitytsey to meet the target average bit-rate.



2. Codec description

Voice Activity Detection (VAD)

When enabled, voice activity detection detects whetheatli#o being encoded is speech or silence/background néige.

is always implicitly activated when encoding in VBR, so thion is only useful in non-VBR operation. In this case, Spee
detects non-speech periods and encode them with just etitsgh reproduce the background noise. This is called “comf
noise generation” (CNG).

Discontinuous Transmission (DTX)

Discontinuous transmission is an addition to VAD/VBR opiena, that allows to stop transmitting completely when the
background noise is stationary. In file-based operatiotesive cannot just stop writing to the file, only 5 bits are ufeed
such frames (corresponding to 250 bps).

Perceptual enhancement

Perceptual enhancementis a part of the decoder which, whegrton, attempts to reduce the perception of the noisertie
produced by the encoding/decoding process. In most casegiual enhancement brings the sound further from tiganati
objectively(e.g. considering only SNR), but in the end it stilundetter (subjective improvement).

Latency and algorithmic delay

Every speech codec introduces a delay in the transmisswrspeex, this delay is equal to the frame size, plus some aimou
of “look-ahead” required to process each frame. In narrowltmgeration (8 kHz), the delay is 30 ms, while for widebargl (1
kHz), the delay is 34 ms. These values don’t account for thig tRe it takes to encode or decode the frames.

2.2. Codec

The main characteristics of Speex can be summarized asvillo

e Free software/open-source, patent and royalty-free

e Integration of narrowband and wideband using an embeddestrbam

e Wide range of bit-rates available (from 2.15 kbps to 44 kbps)

e Dynamic bit-rate switching (AMR) and Variable Bit-Rate (RBoperation

e \oice Activity Detection (VAD, integrated with VBR) and disntinuous transmission (DTX)
e Variable complexity

e Embedded wideband structure (scalable sampling rate)

e Ultra-wideband mode at 32 kHz

¢ Intensity stereo encoding option

e Fixed-pointimplementation

2.3. Preprocessor

This part refers to the preprocessor module introducederith.x branch. The preprocessor is designed to be used on the
audiobeforerunning the encoder. The preprocessor provides three magtibnalities:

e noise suppression
e automatic gain control (AGC)

e Vvoice activity detection (VAD)
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loudspeaker

far end speech
x(n) ¢

adaptive filter

h(n) reverberation

3(n) ¥(n)
N/
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output A near end speech
P microphone .
(to far end) and noise

Figure 2.1.: Acoustic echo model

The denoiser can be used to reduce the amount of backgroiselpresent in the input signal. This provides higher qualit
speech whether or not the denoised signal is encoded wigxgpeat all). However, when using the denoised signal vhi¢h t
codec, there is an additional benefit. Speech codecs in@d®greex included) tend to perform poorly on noisy inputiclih
tends to amplify the noise. The denoiser greatly reduce=tiect.

Automatic gain control (AGC) is a feature that deals with filaet that the recording volume may vary by a large amount
between different setups. The AGC provides a way to adjusdreakto a reference volume. This is useful for voice over
IP because it removes the need for manual adjustment of ttr@pptione gain. A secondary advantage is that by setting the
microphone gain to a conservative (low) level, it is easieanoid clipping.

The voice activity detector (VAD) provided by the preprosmsis more advanced than the one directly provided in the
codec.

2.4. Adaptive Jitter Buffer

When transmitting voice (or any content for that matter)rdy®P or RTP, packet may be lost, arrive with different delay,
or even out of order. The purpose of a jitter buffer is to reondackets and buffer them long enough (but no longer than
necessary) so they can be sent to be decoded.

2.5. Acoustic Echo Canceller

In any hands-free communication system (Fig. 2.1), speech the remote end is played in the local loudspeaker, piatpag

in the room and is captured by the microphone. If the audidurad from the microphone is sent directly to the remote end,
then the remove user hears an echo of his voice. An acousticaaceller is designed to remove the acoustic echo béfore i
is sent to the remote end. It is important to understand tieaetho canceller is meant to improve the quality orrémeote
end.



3. Compiling

Compiling Speex under UNIX/Linux or any other platform soped by autoconf (e.g. Win32/cygwin) is as easy as typing:

% ./configure [options]
% make
% make install

The options supported by the Speex configure script are:

—prefix=<path> Specifies the base path for installing Speex (e.g. /usr)
—enable-shared/—disable-shared  Whether to compile shared libraries
—enable-static/—disable-static  Whether to compile static libraries

—disable-wideband Disable the wideband part of Speex (typically to save space)
—enable-valgrind Enable extra hits for valgrind for debugging purposes (douse by default)
—enable-sse Enable use of SSE instructions (x86/float only)

—enable-fixed-point Compile Speex for a processor that does not have a floatimg poit (FPU)
—enable-arm4-asm Enable assembly specific to the ARMv4 architecture (gcc)only
—enable-arm5e-asm Enable assembly specific to the ARMV5E architecture (gcg)onl
—enable-fixed-point-debug  Use only for debugging the fixed-point code (very slow)
—enable-epic-48k Enable a special (and non-compatible) 4.8 kbps narrowbattem
—enable-ti-c55x Enable support for the TI C5x family

—enable-blackfin-asm Enable assembly specific to the Blackfin DSP architecture ¢gty)

—enable-vorbis-psycho  Make the encoder use the Vorbis psycho-acoustic model. i$hiery experimental and may be
removed in the future.

3.1. Platforms

Speex is known to compile and work on a large number of arctites, both floating-point and fixed-point. In general, any
architecture that can natively compute the multiplicatidtwo signed 16-bit numbers (32-bit result) and runs at ficgant
clock rate (architecture-dependent) is capable of runBipgex. Architectures that akeown to be supported (it probably
works on many others) are:

e x86 & x86-64
e Power

e SPARC

e ARM
Blackfin

TI C54xx & C55xx

TI C6xxX

10
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e TriMedia (experimental)
Operating systems on top of which Speex is known to work ohel(it probably works on many others):

e Linux

MClinux

e MacOS X

e BSD

e Other UNIX/POSIX variants
e Symbian

The source code directory include additional information éompiling on certain architectures or operating systéms
README.xxx files.

11



4. Command-line encoder/decoder

The base Speex distribution includes a command-line em¢speexencand decodergpeexdex This section describes how
to use these tools.

4.1. speexenc

Thespeexenditility is used to create Speex files from raw PCM or wave filesan be used by calling:
speexenc [options] input_file output_file

The value '-’ for input_file or output_file corresponds resipeely to stdin and stdout. The valid options are:

—narrowband (-n) Tell Speex to treat the input as narrowband (8 kHz). Thisesdbfault

—wideband (-w) Tell Speex to treat the input as wideband (16 kHz)

—ultra-wideband (-u) Tell Speex to treat the input as “ultra-wideband” (32 kHz)

—quality n  Set the encoding quality (0-10), default is 8

—bitrate n  Encoding bit-rate (use bit-rate n or lower)

—-vbr Enable VBR (Variable Bit-Rate), disabled by default

—abrn Enable ABR (Average Bit-Rate) at n kbps, disabled by default

-vad Enable VAD (Voice Activity Detection), disabled by default

—dtx Enable DTX (Discontinuous Transmission), disabled by dkfa

—-nframes n  Pack n frames in each Ogg packet (this saves space at loategt)r

—comp n Set encoding speed/quality tradeoff. The higher the valug the slower the encoding (default is 3)

-V Verbose operation, print bit-rate currently in use

—help (-h) Print the help

—version (-v) Print version information

Speex comments
—comment Add the given string as an extra comment. This may be usedpiaufimes.
—author Author of this track.

—title  Title for this track.

Raw input options

—rate n Sampling rate for raw input
—stereo Consider raw input as stereo
—le Raw inputis little-endian

—be Raw input is big-endian

—-8bit Raw inputis 8-bit unsigned

-16bit Raw input is 16-bit signed

12



4. Command-line encoder/decoder

4.2. speexdec
Thespeexdeditility is used to decode Speex files and can be used by calling
speexdec [options] speex_file [output file]

The value '-’ for input_file or output_file corresponds resjpeely to stdin and stdout. Also, when no output_file is sfied,
the file is played to the soundcard. The valid options are:

—enh enable post-filter (default)

—-no-enh disable post-filter

—force-nb Force decoding in narrowband
—force-wb Force decoding in wideband
—force-uwb Force decoding in ultra-wideband
—-mono Force decoding in mono

—stereo Force decoding in stereo

—rate n Force decoding at n Hz sampling rate
—packet-lossn  Simulate n % random packet loss
-V Verbose operation, print bit-rate currently in use
—help (-h) Print the help

—version (-v) Print version information

13



5. Programming with Speex (the libspeex API)

This section explains how to use the Speex API. Examplesaé can also be found in Appendix B and the complete API
documentation is included in the Documentation sectiomefSpeex website (http://www.speex.org/).

5.1. Encoding

In order to encode speech using Speex, one first needs to:
#incl ude <speex/ speex. h>

Then a Speex bit-packing struct must be declared as:
SpeexBits bits;

along with a Speex encoder state
voi d *enc_state;

The two are initialized by:

speex_bits_init(&bits);
enc_state = speex_encoder _init(&speex_nb_node);

For wideband codingspeex_nb_modeill be replaced byspeex_wb_modén most cases, you will need to know the frame
size used by the mode you are using. You can get that value fretine_sizevariable (expressed samples not bytes) with:

speex_encoder _ctl (enc_state, SPEEX GET_FRAME_SI ZE, &f rame_si ze) ;

In practice frame_sizewill correspond to 20 ms when using 8, 16, or 32 kHz samplitig.r&here are many parameters that
can be set for the Speex encoder, but the most useful onedsiétiey parameter that controls the quality vs bit-rateléwaff.
This is set by:

speex_encoder ctl (enc_state, SPEEX SET_QUALI TY, &qual i ty);

wherequalityis an integer value ranging from 0 to 10 (inclusively). Thepmiag between quality and bit-rate is described in
Fig. 8.2 for narrowband.
Once the initialization is done, for every input frame:

speex_bits reset(&bits);
speex_encode_int(enc_state, input_frame, &bits);
nbBytes = speex_hits wite(&bits, byte ptr, MAX NB BYTES);

whereinput_frameis a(short*) pointing to the beginning of a speech frarbgte ptris a(char *) where the encoded frame
will be written, MAX_NB_BYTES the maximum number of bytes that can be writtehytte _ptrwithout causing an overflow
andnbBytess the number of bytes actually written bgte ptr(the encoded size in bytes). Before calling speex_bitgewri
it is possible to find the number of bytes that need to be writte callingspeex_bi ts_nbyt es(&bits), which returns a
number of bytes.

Itis still possible to use thepeex_encodefiyinction, which takes &float *) for the audio. However, this would make an
eventual port to an FPU-less platform (like ARM) more coroaied. Internallyspeex_encode@ndspeex_encode_intfye
processed in the same way. Whether the encoder uses thefiadrersion is only decided by the compile-time flags, riot a
the API level.

After you're done with the encoding, free all resources with

speex_bits_destroy(&bits);
speex_encoder _destroy(enc_state);

That's about it for the encoder.

14



5. Programming with Speex (the libspeex API)

5.2. Decoding

In order to decode speech using Speex, you first need to:
#incl ude <speex/speex. h>

You also need to declare a Speex bit-packing struct
SpeexBits hits;

and a Speex decoder state
voi d *dec_state;

The two are initialized by:

speex_bits_init(&bits);
dec_state = speex_decoder _init(&speex_nb_node);

For wideband decodingpeex_nb_modeill be replaced byspeex wb_modé# you need to obtain the size of the frames that
will be used by the decoder, you can get that value irftlnme_sizevariable (expressed samples not bytes) with:

speex_decoder _ctl (dec_state, SPEEX GET_FRAME Sl ZE, &frane_size);
There is also a parameter that can be set for the decodehertmtnot to use a perceptual enhancer. This can be set by:
speex_decoder ctl(dec_state, SPEEX SET ENH, &enh);

whereenhis an int with value 0 to have the enhancer disabled and 1 te hanabled. As of 1.2-betal, the default is now to
enable the enhancer.
Again, once the decoder initialization is done, for eveuinframe:

speex_bits read from(&its, input_bytes, nbBytes);
speex_decode_int (dec_state, &bits, output_frame);

where input_bytes is gchar *) containing the bit-stream data received for a frant&8Bytess the size (in bytes) of that bit-
stream, anautput_frames a(short *) and points to the area where the decoded speech frame willitterww A NULL value
as the second argument indicates that we don’t have thedvithé current frame. When a frame is lost, the Speex decoder
will do its best to "guess" the correct signal.

As for the encoder, thepeex_decodefyinction can still be used, with @oat *) as the output for the audio.

After you're done with the decoding, free all resources with

speex_bits _destroy(&bits);
speex_decoder _destroy(dec_state);

5.3. Preprocessor

In order to use the Speex preprocessor, you first need to:
#incl ude <speex/ speex_preprocess. h>

Then, a preprocessor state can be created as:

SpeexPreprocessState *preprocess_state = speex_preprocess_state init(frame_size, sanpling rate);

It is recommended to use the same valud fane_si ze as is used by the encoder (B6).
For each input frame, you need to call:

speex_preprocess_run(preprocess_state, audio_frane);

15
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whereaudi o_frane is used both as input and output.
In cases where the output audio is not useful for a certamdtat is possible to use instead:

speex_preprocess_estimate_update(preprocess_state, audio_frane);

This call will update all the preprocessor internal statéades without computing the output audio, thus savinges&@®RU
cycles.
The behaviour of the preprocessor can be changed using:

speex_preprocess_ctl (preprocess_state, request, ptr);

which is used in the same way as the encoder and decoder legquiv@ptions are listed in Section .
The preprocessor state can be destroyed using:

speex_preprocess_state_destroy(preprocess_state);

5.4. Echo Cancellation

The Speex library now includes an echo cancellation algarisuitable for Acoustic Echo Cancellation (AEC). In order t
use the echo canceller, you first need to

#incl ude <speex/speex_echo. h>
Then, an echo canceller state can be created by:
SpeexEchoState *echo state = speex_echo state init(frame_size, filter_length);

wherefrane_si ze is the amount of data (in samples) you want to process at amtéiat er | engt h is the length (in
samples) of the echo cancelling filter you want to use (alsmknastail length). It is recommended to use a frame size in the
order of 20 ms (or equal to the codec frame size) and make tsisreasy to perform an FFT of that size (powers of two are
better than prime sizes). The recommended tail length isoapately the third of the room reverberation time. Forraxée,
in a small room, reverberation time is in the order of 300 ros il length of 100 ms is a good choice (800 samples at 8000
Hz sampling rate).

Once the echo canceller state is created, audio can be peacley:

speex_echo_cancel l ation(echo_state, input_franme, echo frane, output frame);

wherei nput _f rane is the audio as captured by the microphaudo_f r ane is the signal that was played in the speaker (and
needs to be removed) andt put _fr ane is the signal with echo removed.

One important thing to keep in mind is the relationship bemienput _f rame andecho_f r ane. Itis important that, at any
time, any echo that is present in the input has already be#nasthe echo canceller asho_frane. In other words, the echo
canceller cannot remove a signal that it hasn’t yet recei@tthe other hand, the delay between the input signal anecthe
signal must be small enough because otherwise part of theeaicellation filter is inefficient. In the ideal case, yodeo
would look like:

wite to_soundcard(echo frame, frane_size);
read_from soundcard(input _frame, frame_size);
speex_echo_cancel l ation(echo_state, input_frame, echo_frane, output_frame);

If you wish to further reduce the echo present in the signal, gan do so byssoci ating the echo canceller to the
preprocessor (see Section 5.3). This is done by calling:

speex_preprocess_ctl (preprocess_state, SPEEX PREPROCESS SET_ECHO STATE, echo_state);

in the initialisation.

As of version 1.2-beta2, there is an alternative, simplertABt can be used instead gffeex_echo_cancellationfvhen
audio capture and playback are handled asynchronouslyitedifferent threads or using thmoll() or select()system call),
it can be difficult to keep track of what input_frame comeswithat echo_frame. Instead, the playback comtext/thread ca
simply call:
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speex_echo_pl ayback(echo_state, echo _frane);
every time an audio frame is played. Then, the capture coltfiexad calls:
speex_echo_capture(echo_state, input_franme, output_frame);

for every frame captured. Internalpeex_echo_playbacl{inply buffers the playback frame so it can be usedfsex_echo_capture()
to callspeex_echo_cancel side effect of using this alternate API is that the playbaadio is delayed by two frames, which
is the normal delay caused by the soundcard. When captupdaytthck are already synchronisedeex_echo_cancellation()
is preferable since it gives better control on the exacttifgeto timing.
The echo cancellation state can be destroyed with:

speex_echo_state_destroy(echo_state);
Itis also possible to reset the state of the echo cancelliécan be reused without the need to create another state with

speex_echo_state reset(echo_state);

5.4.1. Troubleshooting

There are several things that may prevent the echo canéellarworking properly. One of them is a bug (or something
suboptimal) in the code, but there are many others you shoauisider first

e Using a different soundcard to do the capture and plabadkmndgt* work, regardless of what you may think. The only
exception to that is if the two cards can be made to have thaiping clock “locked” on the same clock source.

e The delay between the record and playback signals must hmalinrAny signal played has to “appear” on the playback
(far end) signal slightly before the echo canceller “seest the near end signal, but excessive delay means thatfpart o
the filter length is wasted. In the worst situations, the yiedasuch that it is longer than the filter length, in which case
no echo can be cancelled.

e When it comes to echo tail length (filter length), longer iettbetter. Actually, the longer the tail length, the longter
takes for the filter to adapt. Of course, a tail length thap@sshort will not cancel enough echo, but the most common
problem seen is that people set a very long tail length antweder why no echo is being cancelled.

e Non-linear distortion cannot (by definition) be modeled bg linear adaptive filter used in the echo canceller and thus
cannot be cancelled. Use good audio gear and avoid satudifiping.

Also useful is readingecho Cancellation Demystifidaly Alexey Frunzé, which explains the fundamental principles of echo
cancellation. The details of the algorithm described indlté&cle are different, but the general ideas of echo caatieti
through adaptive filters are the same.

As of version 1.2beta2, a neseho_di agnosti c. mtool is included in the source distribution. The first stepoiglefine
DUMP_ECHO_CANCEL_DATA during the build. This causes thé@canceller to automatically save the near-end, far-end
and output signals to files (aec_rec.sw aec_play.sw andaesw). These are exactly what the AEC receives and outputs
From there, it is necessary to start Octave and type:

echo_di agnostic(’aec_rec.sw, 'aec_play.sw, 'aec_diagnostic.sw, 1024);

The value of 1024 is the filter length and can be changed. TWiirbe some (hopefully) useful messages printed and echo
cancelled audio will be saved to aec_diagnostic.sw . If élkahoutput is bad (almost no cancellation) then there ibginty
problem with the playback or recording process.

5.5. Jitter Buffer
There are two jitter buffers. Both can be enabled by inclgdin

#incl ude <speex/speex_jitter.c>

Lhttp://www.embeddedstar.com/articles/2003/7/ar#i6@80720-1.html
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5.5.1. Generic Jitter Buffer
5.5.2. Speex Jitter Buffer

5.6. Resampler

As of version 1.2beta2, Speex includes a resampling moddiesnake use of the resampler, it is necessary to include its
header file:

#incl ude <speex/speex_resanpl er. h>
For each stream that is to be resampled, it is necessaryate@eesampler state with:

SpeexResanpl er State *resanmpl er;
resanpl er = speex_resanpler_init(nb_channels, input_rate, output_rate, quality, &err);

where nb_channels is the number of channels that will be (etktbr interleaved or non-interleaved), input_rate esgtam-
pling rate of the input stream, output_rate is the samplatg of the output stream and quality is the requested qusaiting
(O to 10). The quality parameter is useful for controlling tiuality/complexity/latency tradeoff. Using a higher lifyasetting
means less noise/aliasing, a higher complexity and a higtearcy. Usually, a quality of 3 is acceptable for most degktses
and quality 10 is mostly recommended for pro audio work. @uélusually has a decent sound (certainly better than using
linear interpolation resampling), but artifacts may berbea

The actual resampling is performed using

err = speex_resanpl er_process_int(resanpler, channelID, in, & n_length, out, &out_|ength);

where channellD is the ID of the channel to be processed. Rwre stream, use 0. Tl pointer points to the first sample
of the input buffer for the selected channel and points to the first sample of the output. The size of the inpat autput
buffers are specified biy_lengthandout_lengthrespectively. Upon completion, these values are replagedeonumber of
samples read and written by the resampler. Unless an ercargeither all input samples will be read or all output sksp
will be written to (or both). For floating-point samples, fliaction speex_resampler_process_float() behaves slynila

It is also possible to process multiple channels at once.

5.7. Codec Options (speex_* ctl)

Entities should not be multiplied beyond necessity — Willaf Ockham.
Just because there’s an option doesn’t mean you have to usaat

The Speex encoder and decoder support many options andsteduat can be accessed throughdpeex_encoder_caind
speex_decoder_dtinctions. Despite that, the defaults are good for manyiegibns andptional settings should only be
used when one understands them and knows that they are needel common error is to attempt to set many unnecessary
settings. These functions are similar to tbetl system call and their prototypes are:

voi d speex_encoder _ctl(void *encoder, int request, void *ptr);
voi d speex_decoder _ctl(void *encoder, int request, void *ptr);

The different values of request allowed are (note that samheapply to the encoder or the decoder):
SPEEX_SET_ENH** Set perceptual enhancer to on (1) or off (0) (integer)

SPEEX_GET_ENH** Get perceptual enhancer status (integer)

SPEEX_GET_FRAME_SIZE Get the number of samples per frame for the current modegénte
SPEEX_SET_QUALITY* Set the encoder speech quality (integer 0 to 10)

SPEEX_GET_QUALITY* Get the current encoder speech quality (integer O to 10)
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SPEEX_SET_MODE*t Use the source, Luke!

SPEEX_GET_MODE*t Use the source, Luke!

SPEEX_SET_LOW_MODE*t Use the source, Luke!

SPEEX_GET_LOW_MODE*t Use the source, Luke!

SPEEX_SET_HIGH_MODE*f Use the source, Luke!

SPEEX_GET_HIGH_MODE*t Use the source, Luke!

SPEEX_SET_VBR* Set variable bit-rate (VBR) to on (1) or off (0) (integer)
SPEEX_GET_VBR* Get variable bit-rate (VBR) status (integer)

SPEEX_SET_VBR_QUALITY* Set the encoder VBR speech quality (float 0 to 10)
SPEEX_GET_VBR_QUALITY* Get the current encoder VBR speech quality (float 0 to 10)
SPEEX_SET_COMPLEXITY* Set the CPU resources allowed for the encoder (integer 1)to 10
SPEEX_GET_COMPLEXITY* Getthe CPU resources allowed for the encoder (integer 1)to 10
SPEEX_SET_BITRATE* Set the bit-rate to use to the closest value not exceedinggitaneter (integer in bps)
SPEEX_GET_BITRATE Get the current bit-rate in use (integer in bps)
SPEEX_SET_SAMPLING_RATE Set real sampling rate (integer in Hz)
SPEEX_GET_SAMPLING_RATE Get real sampling rate (integer in Hz)
SPEEX_RESET_STATE Reset the encoder/decoder state to its original stateqadirmemories)
SPEEX_SET_VAD* Set voice activity detection (VAD) to on (1) or off (0) (integ
SPEEX_GET_VAD* Get voice activity detection (VAD) status (integer)

SPEEX_SET_DTX* Set discontinuous transmission (DTX) to on (1) or off (Ot€uer)
SPEEX_GET_DTX* Get discontinuous transmission (DTX) status (integer)
SPEEX_SET_ABR* Set average bit-rate (ABR) to a value n in bits per seconddigrtin bps)
SPEEX_GET_ABR* Get average bhit-rate (ABR) setting (integer in bps)
SPEEX_SET_PLC_TUNING* Tell the encoder to optimize encoding for a certain perapntd packet loss (integer in percent)
SPEEX_GET_PLC_TUNING* Get the current tuning of the encoder for PLC (integer in petc

* applies only to the encoder

** applies only to the decoder

t normally only used internally

5.8. Mode queries

Speex modes have a query system similar to the speex_enctaard speex_decoder_ctl calls. Since modes are regd-onl
it is only possible to get information about a particular reo@he function used to do that is:

voi d speex_node_quer y(SpeexMode *mode, int request, void *ptr);
The admissible values for request are (unless otherwise tia values are returned throyggh):
SPEEX_MODE_FRAME_SIZE Get the frame size (in samples) for the mode

SPEEX_SUBMODE_BITRATE Get the bit-rate for a submode number specified thrqatgfinteger in bps).
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5.9. Preprocessor options

SPEEX_PREPROCESS_SET_DENOISE Turns denoising on(1) or off(2) (integer)
SPEEX_PREPROCESS_GET_DENOISE Get denoising status (integer)
SPEEX_PREPROCESS_SET_AGC Turns automatic gain control (AGC) on(1) or off(2) (inteper
SPEEX_PREPROCESS_GET_AGC Get AGC status (integer)
SPEEX_PREPROCESS_SET_VAD Turns voice activity detector (VAD) on(1) or off(2) (intege
SPEEX_PREPROCESS_GET_VAD Get VAD status (integer)
SPEEX_PREPROCESS_SET_AGC_LEVEL

SPEEX_PREPROCESS_GET_AGC_LEVEL

SPEEX_PREPROCESS_SET_DEREVERB Turns reverberation removal on(1) or off(2) (integer)
SPEEX_PREPROCESS_GET_DEREVERB Get reverberation removal status (integer)
SPEEX_PREPROCESS_SET DEREVERB_LEVEL

SPEEX_PREPROCESS GET_DEREVERB_LEVEL
SPEEX_PREPROCESS_SET_DEREVERB_DECAY
SPEEX_PREPROCESS_GET_DEREVERB_DECAY

SPEEX_PREPROCESS_SET _PROB_START

SPEEX_PREPROCESS GET_PROB_START

SPEEX_PREPROCESS_SET_PROB_CONTINUE

SPEEX_PREPROCESS_GET_PROB_CONTINUE

SPEEX_PREPROCESS_SET_NOISE_SUPPRESS Set maximum attenuation of the noise in dB (negative number)

SPEEX_PREPROCESS_GET_NOISE_SUPPRESS Get maximum attenuation of the noise in dB (negative number)

SPEEX_PREPROCESS_SET_ECHO_SUPPRESS Set maximum attenuation of the residual echo in dB (negativeber)

SPEEX_PREPROCESS_GET_ECHO_SUPPRESS Set maximum attenuation of the residual echo in dB (negativeber)

SPEEX_PREPROCESS _SET ECHO_SUPPRESS_ACTIVE Set maximum attenuation of the echo in dB when near end is

active (negative number)

SPEEX_PREPROCESS GET_ECHO _SUPPRESS_ACTIVE Set maximum attenuation of the echo in dB when near end is

active (negative number)

SPEEX_PREPROCESS_SET_ECHO_STATE Set the associated echo canceller for residual echo sigiqmeg®IULL for no

residual echo suppression)

SPEEX_PREPROCESS_GET_ECHO_STATE Get the associated echo canceller
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5.10. Packing and in-band signalling

Sometimes it is desirable to pack more than one frame peepéakother basic unit of storage). The proper way to do it is
to call speex_encodd times before writing the stream with speex_bits_write. ds&s where the number of frames is not
determined by an out-of-band mechanism, it is possiblediude a terminator code. That terminator consists of the ddd
(decimal) encoded with 5 bits, as shown in Table 8.2. Notedkaf version 1.0.2, calling speex_bits_write automdyica
inserts the terminator so as to fill the last byte. This dademblves any overhead and makes sure Speex can alwayg detec
when there is no more frame in a packet.

It is also possible to send in-band “messages” to the otlder shll these messages are encoded as “pseudo-frames” of
mode 14 which contain a 4-bit message type code, followetidytessage. Table 5.1 lists the available codes, their mgeani
and the size of the message that follows. Most of these messag requests that are sent to the encoder or decoder on the
other end, which is free to comply or ignore them. By defaalltin-band messages are ignored.

| Code] Size (bits)] Content |
0 1 Asks decoder to set perceptual enhancement off (0) or on(1)
1 1 Asks (if 1) the encoder to be less “agressive” due to high etldss
2 4 Asks encoder to switch to mode N
3 4 Asks encoder to switch to mode N for low-band
4 4 Asks encoder to switch to mode N for high-band
5 4 Asks encoder to switch to quality N for VBR
6 4 Request acknowloedge (0=no, 1=all, 2=only for in-band)data
7 4 Asks encoder to set CBR (0), VAD(1), DTX(3), VBR(5), VBR+DTR
8 8 Transmit (8-bit) character to the other end
9 8 Intensity stereo information
10 16 Announce maximum bit-rate acceptable (N in bytes/second)
11 16 reserved
12 32 Acknowledge receiving packet N
13 32 reserved
14 64 reserved
15 64 reserved

Table 5.1.: In-band signalling codes

Finally, applications may define custom in-band messagag usode 13. The size of the message in bytes is encoded with
5 bits, so that the decoder can skip it if it doesn’t know hounterpret it.
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6. Formats and standards

Speex can encode speech in both narrowband and widebandauidgs different bit-rates. However, not all featureschee
to be supported by a certain implementation or device. Ieota be called “Speex compatible” (whatever that means), an
implementation must implement at least a basic set of featur

At the minimum, all narrowband modes of operation MUST bepsurfed at the decoder. This includes the decoding of
a wideband bit-stream by the narrowband dechdémpresent, a wideband decoder MUST be able to decode awlaara
stream, and MAY either be able to decode all wideband modé&® @ble to decode the embedded narrowband part of all
modes (which includes ignoring the high-band bits).

For encoders, at least one narrowband or wideband mode M@STuported. The main reason why all encoding modes
do not have to be supported is that some platforms may notlbaé@bandle the complexity of encoding in some modes.

6.1. RTP Payload Format

The RTP payload draft is included in appendix C and the latestion is available attt p: //wam. speex. org/ drafts/
| at est. This draft has been sent (2003/02/26) to the Internet Emging Task Force (IETF) and will be discussed at the
March 18th meeting in San Francisco.

6.2. MIME Type

For now, you should use the MIME type audio/x-speex for Spae®gg. We will apply for typeaudi o/ speex in the near
future.

6.3. Ogg file format

Speex bit-streams can be stored in Ogg files. In this caséirshpacket of the Ogg file contains the Speex header desktribe
in table 6.1. All integer fields in the headers are storedttis-Endian. Thepeex_stri ng field must contain theSpeex ”
(with 3 trailing spaces), which identifies the bit-streanheThext field speex_ver si on contains the version of Speex that
encoded the file. For now, refer to speex_header.[ch] folenrdp. Thebeginning of streanfb_o_s) flag is set to 1 for the
header. The header packet Ipasket no=0 andgr anul epos=0.

The second packet contains the Speex comment header. Thatfosed is the Vorbis comment format described here:
http://www.xiph.org/ogg/vorbis/doc/v-comment.htmlhi packet hapacket no=1 andgr anul epos=0.

The third and subsequent packets each contain one or maré@rdound in header) Speex frames. These are identified
with packet no starting from 2 and thgr anul epos is the number of the last sample encoded in that packet. Bheflthese
packets has thend of streanfe_o_s) flag is set to 1.

1The wideband bit-stream contains an embedded narrowb&stt&am which can be decoded alone
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6. Formats and standards

Field | Type | Size]
speex_string char[] | 8
speex_version char[] | 20

speex_version_id int 4
header_size int 4

rate int 4

mode int 4
mode_bitstream_version int 4
nb_channels int 4

bitrate int 4
frame_size int 4

vbr int 4

frames_per_packet int 4
extra_headers int 4
reservedl int 4
reserved2 int 4

Table 6.1.: Ogg/Speex header packet
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7. Introduction to CELP Coding

Do not meddle in the affairs of poles, for they are subtle amidlgto leave the unit circle.

Speex is based on CELP, which stands for Code Excited Lineatid®ion. This section attempts to introduce the prirespl
behind CELP, so if you are already familiar with CELP, you sarfely skip to section 8. The CELP technique is based on
three ideas:

1. The use of a linear prediction (LP) model to model the voreatit
2. The use of (adaptive and fixed) codebook entries as ingaitétion) of the LP model

3. The search performed in closed-loop in a “perceptualligitted domain”

This section describes the basic ideas behind CELP. Thi#l ia work in progress.

7.1. Source-Filter Model of Speech Prediction

The source-filter model of speech production assumes teabital cords are the source of spectrally flat sound (theatiari
signal), and that the vocal tract acts as a filter to spegtshipe the various sounds of speech. While still an apptom,
the model is widely used in speech coding because of its giitydlts use is also the reason why most speech codecsXSpee
included) perform badly on music signals. The different pgrmes can be distinguished by their excitation (source) and
spectral shape (filter). Voiced sounds (e.g. vowels) hawxaitation signal that is periodic and that can be approtechly
an impulse train in the time domain or by regularly-spaceadumics in the frequency domain. On the other hand, frieativ
(such asthe "s", "sh" and "f* sounds) have an excitationaditirat is similar to white Gaussian noise. So called voiafives
(such as "z" and "v") have excitation signal composed of ambaic part and a noisy part.

The source-filter model is usually tied with the use of Lingaadiction. The CELP model is based on source-filter model,
as can be seen from the CELP decoder illustrated in Figure 7.1

7.2. Linear Prediction (LPC)

Linear prediction is at the base of many speech coding tgciesi including CELP. The idea behind it is to predict thealg
x[n] using a linear combination of its past samples:

N
yln = > aix[n—i]
2
wherey[n] is the linear prediction af[n]. The prediction error is thus given by:
N .
e[n] = x[n] —y[n] = X[n] — _Zaa x[n—i]
=

The goal of the LPC analysis is to find the best predictionfatientsa; which minimize the quadratic error function:

L—1 L-1 N 2
SDICUEDY [x[n] -3 axin- H]

That can be done by making all derivati\% equal to zero:

L1 N 2
g—: = % Zo lx[n] —_;ax[n— i]] =0
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Figure 7.1.: The CELP model of speech synthesis (decoder)

For an ordeN filter, the filter coefficients; are found by solving the systelix N linear systenRa =r, where

RO)  R() RIN—1)
R1)  R0O) RIN—2)
R= : :
RIN—1) R(N-2) R(0)
R(1)
R(2)
r= :

R(N)

with R(m), the auto-correlation of the signgh|, computed as:

N-1

R(m) = ; X[i]x[i —m]

BecauseR is toeplitz hermitian, the Levinson-Durbin algorithm cam dsed, making the solution to the probléhQNz)
instead ofo (N®). Also, it can be proven that all the rootsAxz) are within the unit circle, which means thatA(z) is always
stable. This is in theory; in practice because of finite wiedi, there are two commonly used techniques to make suravee h
a stable filter. First, we multiplR(0) by a number slightly above one (such as 1.0001), which isvatpnt to adding noise
to the signal. Also, we can apply a window to the auto-coti@ha which is equivalent to filtering in the frequency domai
reducing sharp resonances.

7.3. Pitch Prediction

During voiced segments, the speech signal is periodic, isquibssible to take advantage of that property by approximgat
the excitation signad[n] by a gain times the past of the excitation:

eln] ~ p[n] = Be[n—T]

whereT is the pitch periodf is the pitch gain. We call that long-term prediction since éxcitation is predicted from
eln—T] with T > N.
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Figure 7.2.; Standard noise shaping in CELP. Arbitrary is-affset.

7.4. Innovation Codebook

The final excitatiore[n] will be the sum of the pitch prediction and @movationsignalc|n| taken from a fixed codebook,
hence the nam€odeExcited Linear Prediction. The final excitation is given by:

e[n] = p[n] + c[n] = Be[n— T] +c|n|

The quantization o€[n] is where most of the bits in a CELP codec are allocated. lesgmts the information that couldn’t
be obtained either from linear prediction or pitch prediatiln thezzdomain we can represent the final sigkék) as

B C(2)
X2 = aga-pz

7.5. Noise Weighting

Most (if not all) modern audio codecs attempt to “shape” thies@ so that it appears mostly in the frequency regions where
the ear cannot detect it. For example, the ear is more tdleyamise in parts of the spectrum that are loudernd versa

In order to maximize speech quality, CELP codecs minimizatiean square of the error (noise) in the perceptually weight
domain. This means that a perceptual noise weighting ¥M&) is applied to the error signal in the encoder. In most CELP
codecsW(z) is a pole-zero weighting filter derived from the linear prigin coefficients (LPC), generally using bandwidth

expansion. Let the spectral envelope be represented bytitleesis filter YA(z), CELP codecs typically derive the noise
weighting filter as:

A(z/y1)
W= R
wherey; = 0.9 andy, = 0.6 in the Speex reference implementation. If a fikér) has (complex) poles g in the z-plane,
the filterA(z/y) will have its poles ap{ = ypi, making it a flatter version oA(z).

The weighting filter is applied to the error signal used toirjte the codebook search through analysis-by-synthesis
(AbS). This results in a spectral shape of the noise thatstémdards YW(z). While the simplicity of the model has been
an important reason for the success of CELP, it remaindit{al is a very rough approximation for the perceptually optimal
noise weighting function. Fig. 7.2 illustrates the noisemihg that results from Eq. 7.1. Throughout this paper, \ier te
W(z) as the noise weighting filter and tgW(z) as the noise shaping filter (or curve).

(7.1)

7.6. Analysis-by-Synthesis

One of the main principles behind CELP is called AnalysisSynthesis (AbS), meaning that the encoding (analysis) is
performed by perceptually optimising the decoded (synshisggnal in a closed loop. In theory, the best CELP streamlavo
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be produced by trying all possible bit combinations anddiglg the one that produces the best-sounding decodedl.signa
This is obviously not possible in practice for two reasohs:iequired complexity is beyond any currently availablelhare

and the “best sounding” selection criterion implies a hufigtaner.
In order to achieve real-time encoding using limited conmutesources, the CELP optimisation is broken down into

smaller, more manageable, sequential searches usingrteppeal weighting function described earlier.
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8. Speex narrowband mode

This section looks at how Speex works for narrowband (8 kitzpdimg rate) operation. The frame size for this mode is 20 ms,
corresponding to 160 samples. Each frame is also subdiided sub-frames of 40 samples each.
Also many design decisions were based on the original goalgssumptions:

e Minimizing the amount of information extracted from pasirfres (for robustness to packet loss)
e Dynamically-selectable codebooks (LSP, pitch and inriomat

e sub-vector fixed (innovation) codebooks

8.1. Whole-Frame Analysis

In narrowband, Speex frames are 20 ms long (160 samples)rarsibdivided in 4 sub-frames of 5 ms each (40 samples).
For most narrowband bit-rates (8 kbps and above), the omnpeters encoded at the frame level are the Line Spectral Pai
(LSP) and a global excitation ga@firame, @as shown in Fig. 8.1. All other parameters are encoded auhdrame level.

Linear prediction analysis is performed once per framegiamasymmetric Hamming window centered on the fourth sub-
frame. Because linear prediction coefficients (LPC) arerolotist to quantization, they are first are converted to Ipexsal
pairs (LSP). The LSP’s are considered to be associated #tsab-frames and the LSP’s associated to the first 3 sub-frames
are linearly interpolated using the current and previouB t8efficients. The LSP coefficients and converted back ta it
filter A(z). The non-quantized interpolated filter is denoféd) and can be used for the weighting fili&f(z) because it does
not need to be available to the decoder.

To make Speex more robust to packet loss, no prediction isegjgn the LSP coefficients prior to quantization. The LSPs
are encoded using vector quantizatin (VQ) with 30 bits fghleir quality modes and 18 bits for lower quality.

8.2. Sub-Frame Analysis-by-Synthesis

The analysis-by-synthesis (AbS) encoder loop is desciibEdy. 8.2. There are three main aspects where Speex saymtifyc
differs from most other CELP codecs. First, while most ré¢&BLP codecs make use of fractional pitch estimation with a
single gain, Speex uses an integer to encode the pitch pdniddises a 3-tap predictor (3 gains). The adaptive codebook
contributione,[n] can thus be expressed as:

€N =goeln—T—1]+0g1eln—T]+goeln—T + 1] (8.1)

wheregp, g1 andgy are the jointly quantized pitch gains aefd] is the codec excitation memory. It is worth noting that when
the pitch is smaller than the sub-frame size, we repeat thiga¢ivn at a period’. For example, when—T +1 > 0, we
usen— 2T + 1 instead. In most modes, the pitch period is encoded withs7ibithe[17,144 range and th@; coefficients
are vector-quantized using 7 bits at higher bit-rates (Ifskiarrowband and above) and 5 bits at lower bit-rates (1% kbp
narrowband and below).
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Figure 8.1.: Frame open-loop analysis
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8. Speex narrowband mode

Many current CELP codecs use moving average (MA) predidtancode the fixed codebook gain. This provides slightly
better coding at the expense of introducing a dependencyexiocpisly encoded frames. A second difference is that Speex
encodes the fixed codebook gain as the product of the glob#héan gaingsrame With a sub-frame gain correctioggypr.

This increases robustness to packet loss by eliminatingntéeframe dependency. The sub-frame gain correctionds@ed
before the fixed codebook is searched (not closed-loop argtihand uses between 0 and 3 bits per sub-frame, depending o
the bit-rate.

The third difference is that Speex uses sub-vector qudittizaf the innovation (fixed codebook) signal instead of an
algebraic codebook. Each sub-frame is divided into sultbeveof lengths ranging between 5 and 20 samples. Each sub-
vector is chosen from a bitrate-dependent codebook andtavsctors are concatenated to form a sub-frame. As an dgamp
the 3.95 kbps mode uses a sub-vector size of 20 samples widnti2s in the codebook (5 bits). This means that the
innovation is encoded with 10 bits per sub-frame, or 2000 Bsthe other hand, the 18.2 kbps mode uses a sub-vector size
of 5 samples with 256 entries in the codebook (8 bits), sorthevation uses 64 bits per sub-frame, or 12800 bps.

8.3. Bit allocation

There are 7 different narrowband bit-rates defined for Speanging from 250 bps to 24.6 kbps, although the modes below
5.9 kbps should not be used for speech. The bit-allocatiomdch mode is detailed in table 8.1. Each frame starts with
the mode ID encoded with 4 bits which allows a range from 0 toti&ugh only the first 7 values are used (the others are
reserved). The parameters are listed in the table in the thdg are packed in the bit-stream. All frame-based pararsatre
packed before sub-frame parameters. The parameters fotagncgub-frame are all packed before the following sulriea

is packed. Note that the “OL” in the parameter descriptiomnsethat the parameter is an open loop estimation based on the
whole frame.

| Parameter |Updateratef 0] 1 | 2 | 3 | 4 | 5 | 6 [ 7 | 8]
Wideband bit frame 1|1 1 1 1 1 1 1 1
Mode ID frame 41 4 4 4 4 4 4 4 4
LSP frame 0|18| 18 | 18 | 18 | 30 | 30 | 30 | 18
OL pitch frame o 7 7 0 0 0 0 0 7
OL pitch gain frame 0| 4 0 0 0 0 0 0 4
OL Exc gain frame 05 5 5 5 5 5 5 5
Fine pitch sub-frame | 0 | O 0 7 7 7 7 7 0
Pitch gain sub-frame | 0 | O 5 5 5 7 7 7 0
Innovation gain| sub-frame | 0 | 1 0 1 1 3 3 3 0
InnovationVQ | sub-frame| 0| O | 16 | 20 | 35 | 48 | 64 | 96 | 10

| Total | frame [5]43]119[160] 220] 300 364] 492] 79

Table 8.1.: Bit allocation for narrowband modes

So far, no MOS (Mean Opinion Score) subjective evaluation heen performed for Speex. In order to give an idea of
the quality achievable with it, table 8.2 presents my ownjesttive opinion on it. It sould be noted that different peopl
will perceive the quality differently and that the persoattdesigned the codec often has a bias (one way or anothen) whe
it comes to subjective evaluation. Last thing, it should bé&d that for most codecs (including Speex) encoding gualit
sometimes varies depending on the input. Note that the @tpls only approximate (within 0.5 mflops and using the éstv
complexity setting). Decoding requires approximately@fflops in most modes (1 mflops with perceptual enhancement).

8.4. Perceptual enhancement

This section was only valid for version 1.1.12 and earlier.tidoes not apply to version 1.2-betal (and later), for which
the new perceptual enhancement is not yet documented.

This part of the codec only applies to the decoder and can legazhanged without affecting inter-operability. For that
reason, the implementation provided and described hereldlomly be considered as a reference implementation. The
enhancement system is divided into two parts. First, théhegis filterS(z) = 1/A(z) is replaced by an enhanced filter:

_ A(z/ax)A(z/ag)
S0 = "A@A@a)
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8. Speex narrowband mode

| Mode | Quality | Bit-rate (bps)| mflops |

Quality/description |

0 - 250 0 No transmission (DTX)

1 0 2,150 6 Vocoder (mostly for comfort noise)

2 2 5,950 9 Very noticeable artifacts/noise, good intelligibility

3 3-4 8,000 10 Artifacts/noise sometimes noticeable

4 5-6 11,000 14 Artifacts usually noticeable only with headphones

5 7-8 15,000 11 Need good headphones to tell the difference

6 9 18,200 17.5 | Hard to tell the difference even with good headphones
7 10 24,600 145 Completely transparent for voice, good quality musjc
8 1 3,950 10.5 Very noticeable artifacts/noise, good intelligibility

9 - - - reserved

10 - - - reserved

11 - - - reserved

12 - - - reserved

13 - - - Application-defined, interpreted by callback or skipped
14 - - - Speex in-band signaling

15 - - - Terminator code

Table 8.2.: Quality versus bit-rate

wherea; anda,; depend on the mode in use aa= % (1—

1-rag
1-rap

) with r = .9. The second part of the enhancement consists

of using a comb filter to enhance the pitch in the excitatiomdim.
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9. Speex wideband mode (sub-band CELP)

For wideband, the Speex approach usgsadraturamirror filter (QMF) to split the band in two. The 16 kHz signal is thus
divided into two 8 kHz signals, one representing the low b@hd kHz), the other the high band (4-8 kHz). The low band is
encoded with the narrowband mode described in section &maway that the resulting “embedded narrowband bit-stteam
can also be decoded with the narrowband decoder. Sincewhbdnd encoding has already been described, only the high
band encoding is described in this section.

9.1. Linear Prediction

The linear prediction part used for the high-band is veryilsinto what is done for narrowband. The only difference istth
we use only 12 bits to encode the high-band LSP’s using a staltje vector quantizer (MSVQ). The first level quantizes th
10 coefficients with 6 bits and the error is then quantizedg8ibits, too.

9.2. Pitch Prediction

That part is easy: there’s no pitch prediction for the higimdh. There are two reasons for that. First, there is usutlly |
harmonic structure in this band (above 4 kHz). Second, itlevbe very hard to implement since the QMF folds the 4-8 kHz
band into 4-0 kHz (reversing the frequency axis), which ns¢hat the location of the harmonics is no longer at multipfes
the fundamental (pitch).

9.3. Excitation Quantization

The high-band excitation is coded in the same way as for ndaiad.

9.4. Bit allocation

For the wideband mode, the entire narrowband frame is pao&fete the high-band is encoded. The narrowband part of the
bit-stream is as defined in table 8.1. The high-band foll@ssjescribed in table 9.1. For wideband, the mode ID is the sam
as the Speex quality setting and is defined in table 9.2. Thisraeans that a wideband frame may be correctly decoded by a
narrowband decoder with the only caveat that if more thanframe is packed in the same packet, the decoder will need to
skip the high-band parts in order to sync with the bit-stream

| Parameter | Updateratef 0] 1 | 2 | 3 | 4 |
Wideband bit frame 1)1 1 1 1
Mode ID frame 3|3 3 3 3
LSP frame 012 12 | 12 | 12
Excitation gain| sub-frame| 0| 5 4 4 4
Excitation VQ | sub-frame| 0| O | 20 | 40 | 80

| Totall | frame |4]36]112]192]352|

Table 9.1.: Bit allocation for high-band in wideband mode
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9. Speex wideband mode (sub-band CELP)

| Mode/Quality | Bit-rate (bps)]

Quality/description |

Table 9.2.: Quality versus bit-rate for the wideband encode
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0 3,950 Barely intelligible (mostly for comfort noise)

1 5,750 Very noticeable artifacts/noise, poor intelligibility

2 7,750 Very noticeable artifacts/noise, good intelligibility

3 9,800 Artifacts/noise sometimes annoying

4 12,800 Artifacts/noise usually noticeable

5 16,800 Artifacts/noise sometimes noticeable

6 20,600 Need good headphones to tell the difference

7 23,800 Need good headphones to tell the difference

8 27,800 Hard to tell the difference even with good headphones
9 34,400 Hard to tell the difference even with good headphones
10 42,400 Completely transparent for voice, good quality music



A. FAQ

\orbis is open-source and patent-free; why do we need Speex?

Vorbis is a great project but its goals are not the same asxSpéebis is mostly aimed at compressing music and audio
in general, while Speex targets speech only. For that re8peex can achieve much better results than Vorbis on speech,
typically 2-4 times higher compression at equal quality.

Isn’t there an open-source implementation of the GSM-FR cod ec? Why is Speex necessary?

First of all, it's not clear whether GSM-FR is covered by alipki patent (see http://kbs.cs.tu-berlin.de/~juttagtdaml).
Also, GSM-FR offers mediocre quality at a relatively hight-tzite, while Speex can offer equivalent quality at almasf h
the bit-rate. Last but not least, Speex offers a wide randstafites and sampling rates, while GSM-FR is limited to &kH
speech at 13 kbps.

Under what license is Speex released?

As of version 1.0 beta 1, Speex is released under Xiph’'smeidsi the (revised) BSD license (see Appendix D). This lieens
is one of the most permissive open-source licenses.

Am | allowed to use Speex in commercial software?

Yes. As long as you comply with the license. This basicallyamseyou have to keep the copyright notice and you can't use
our name to promote your product without authorization. iAore details, see license in Appendix D.

0Ogg, Speex, Vorbis, what's the difference?

Ogg is a container format for holding multimedia data. Veiisian audio codec that uses Ogg to store its bit-streamesas fil
hence the name Ogg Vorbis. Speex also uses the Ogg formatedtstbit-streams as files, so technically they would begOg
Speex” files (I prefer to call them just Speex files). One défece with Vorbis however, is that Speex is less tied with Ogg
Actually, if you just do Voice over IP (MoIP), you don’t needy@at all.

What's the extension for Speex?

Speex files have the .spx extension. Note, however that thex3pols (speexenc, speexdec) do not rely on the extentsion a
all, so any extension will work.

Can | use Speex for compressing music?

Just like Vorbis is not really adapted to speech, Speex lgymat adapted for music. In most cases, you'll be better whw
Vorbis when it comes to music.

| converted some MP3s to Speex and the quality is bad. What's w rong?

This is called transcoding and it will always result in muaoper quality than the original MP3. Unless you have a really
good (size) reason to do so, never transcode speech. Thisrissalid for self transcoding (tandeming), i.e. If you dée@
Speex file and re-encode it again at the same bit-rate, ydlosd quality.

Does Speex run on Windows?

Compilation on Windows has been supported since versiaf.0f8ere are also several front-ends available from thesiteeb
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A. FAQ

Why is encoding so slow compared to decoding?

For most kinds of compression, encoding is inherently stavan decoding. In the case of Speex, encoding consists of
finding, for each vector of 5 to 10 samples, the entry that hext¢he best within a codebook consisting of 16 to 256 entries

On the other hand, at decoding all that needs to be done isupake right entry in the codebook using the encoded index.

Since a lookup is much faster than a search, the decoder warkk faster than the encoder.

Why is Speex so slow on my iPaq (or insert any platform without an FPU)?

You probably didn't build Speex with the fixed-point opticrefiable-fixed-point). Even if you did, not all modes haverbee
ported to use fixed-point arithmetic, so the code may be sladeevn by a few float operations left (e.g. in the wideband
mode).

I'm getting unusual background noise (hiss) when using libs peex in my application. How do | fix
that?

One of the causes could be scaling of the input speech. Sppexkts signals to have-a21° (signed short) dynamic range.
If the dynamic range of your signals is too small (e4g1.0), you will suffer important quantization noise. A gooddger
is to have a dynamic range aroust®000 which is large enough, but small enough to make sure’theo clipping when
converting back to signed short.

| get very distorted speech when using libspeex in my applica tion. What's wrong?

There are many possible causes for that. One of them is @nrtre way the bits are manipulated. Another possible caise i
the use of the same encoder or decoder state for more tharudizestream (channel), which produces strange effects with
the filter memories. If the input speech has an amplitudeedios-21%, it is possible that at decoding, the amplitude be a bit
higher than that, causing clipping when saving as 16-bit PCM

How does Speex compare to other proprietary codecs?

It's hard to give precise figures since no formal listenirgjgdnave been performed yet. All | can say is that in terms afity
Speex competes on the same ground as other proprietaryscgadaecessarily the best, but not the worst either). Salsex
has many features that are not present in most other codeeseTnclude variable bit-rate (VBR), integration of narpand
and wideband, as well as stereo support. Of course, anateeindiere Speex is really hard to beat is the quality/pritie.ra
Unlike many very expensive codecs, Speex is free and anyagealistribute or modify it at will.

Can Speex pass DTMF?

| guess it all depends on the bit-rate used. Though no foresting has yet been performed, I'd say is correctly at 8 kbps
and above. Also, make sure you don't use the lowest compléseae SPEEX_SET_COMPLEXITY or —comp option), as it
causes significant noise.

Can Speex pass V.9x modem signals correctly?

If I could do that I'd be very rich by now :-) Seriously, that uld break fundamental laws of information theory.

What is your (Jean-Marc) relationship with the University o f Sherbrooke and how does Speex fit
into that?

| have completed myh.D. at the University of Sherbrooke in 2005 in mobile roboticdthAugh | did my master with the
Sherbrooke speech coding group (in speech enhancemengding), was no longer associated with them when developing
Speex. It shouldhot be understood that they or the University of Sherbrooke lzagehing to do with the Speex project.
Furthermore, Speex does not make use of any code or pragriethnology developed in the Sherbrooke speech coding

group.
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A. FAQ

CELP, ACELP, what's the difference?

CELP stands for “Code Excited Linear Prediction”, while AGEstands for AlgebraicCode Excited Linear Prediction”.
That means ACELP is a CELP technique that uses an algebrdébook represented as a sum of unit pulses, thus making
the codebook search much more efficient. This techniquenvasied at the University of Sherbrooke and is now one of the
most widely used form of CELP. Unfortunately, since it isgrged, it cannot be used in Speex.
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B. Sample code

This section shows sample code for encoding and decodirgbpesing the Speex API. The commands can be used to encode
and decode a file by calling:

% sanpl eenc in_file.sw | sanpledec out _file.sw

where both files are raw (no header) files encoded at 16 bitsgmeple (in the machine natural endianness).

B.1. sampleenc.c

sampleenc takes a raw 16 bits/sample file, encodes it andtswfSpeex stream to stdout. Note that the packing used is NOT
compatible with that of speexenc/speexdec.

#incl ude <speex/speex. h>
#incl ude <stdio.h>

[*The frame size in hardcoded for this sanple code but it doesn't have to be*/
#define FRAME_SI ZE 160
int main(int argc, char **argv)
{
char *inFile;
FILE *fin;
short in[ FRAVE_SI ZF] ;
float input[ FRAME_SI ZE];
char cbits[200];
i nt nbBytes;
[*Hol ds the state of the encoder*/
void *state;
/*Holds bits so they can be read and witten to by the Speex routines*/
SpeexBits bits;
int i, tnp;

/[*Create a new encoder state in narrowband node*/
state = speex_encoder _init(&speex_nb_node);

/*Set the quality to 8 (15 kbps)*/
t np=8;
speex_encoder ctl(state, SPEEX SET QUALITY, &t np);

inFile = argv[1];
fin = fopen(inFile, "r");

[*Initialization of the structure that holds the bits*/
speex_bits_init(&bits);
while (1)
{
/*Read a 16 bits/sanple audio frame*/
fread(in, sizeof(short), FRAME SIZE, fin);
if (feof (fin))
br eak;
/*Copy the 16 bits values to float so Speex can work on thent/
for (i=0;i<FRAVE_SI ZE; i ++)
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B. Sample code
input[i]=in[i];

[*Flush all the bits in the struct so we can encode a new franme*/
speex_bits_reset(&bits);

/*Encode the frame*/

speex_encode(state, input, &bits);

/*Copy the bits to an array of char that can be witten*/
nbBytes = speex_bits wite(&bits, chits, 200);

[*Wite the size of the frame first. This is what sanpl edec expects but
it's likely to be different in your own application*/

fwrite(&nbBytes, sizeof(int), 1, stdout);

/[*Wite the conpressed data*/

fwite(chits, 1, nbBytes, stdout);

}

/*Destroy the encoder state*/
speex_encoder _destroy(state);
/*Destroy the bit-packing struct*/
speex_bits_destroy(&bits);
fclose(fin);

return O;

B.2. sampledec.c

sampledec reads a Speex stream from stdin, decodes it gna®iitto a raw 16 bits/sample file. Note that the packing used
is NOT compatible with that of speexenc/speexdec.

#incl ude <speex/speex. h>
#include <stdio.h>

[*The frame size in hardcoded for this sanple code but it doesn't have to be*/
#define FRAME_SI ZE 160
int main(int argc, char **argv)
{
char *outFile;
FILE *fout;
/*Holds the audio that will be witten to file (16 hits per sanple)*/
short out [ FRAME SI ZE];
| *Speex handl e sanples as float, so we need an array of floats*/
float output[ FRAME SI ZF];
char cbits[200];
i nt nbBytes;
[*Hol ds the state of the decoder*/
void *state;
/*Holds bits so they can be read and witten to by the Speex routines*/
SpeexBits bits;
int i, tnp;

[*Create a new decoder state in narrowband node*/
state = speex_decoder _init(&speex_nb_node);

/*Set the perceptual enhancenment on*/
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B. Sample code

tnp=1;
speex_decoder ctl(state, SPEEX SET ENH, &t np);

outFile = argv[1];
fout = fopen(outFile, "w');

[*Initialization of the structure that holds the bits*/
speex_bits_init(&bits);
while (1)
{
/*Read the size encoded by sanpleenc, this part will likely be
different in your application*/
fread(&nbBytes, sizeof(int), 1, stdin);
fprintf (stderr, "nbBytes: %l\n", nbBytes);
if (feof(stdin))
break;

/*Read the "packet" encoded by sanpl eenc*/
fread(chits, 1, nbBytes, stdin);

/*Copy the data into the bit-stream struct*/
speex_bits read from(&its, chits, nbBytes);

/*Decode the data*/
speex_decode(state, &bits, output);

[*Copy fromfloat to short (16 bits) for output*/
for (i=0;i<FRAVE_SI ZE; i ++)
out[i]=output[i];

/*Wite the decoded audio to file*/
fwite(out, sizeof(short), FRAME SIZE, fout);

}

/*Destroy the decoder state*/
speex_decoder destroy(state);
/*Destroy the bit-streamtruct*/
speex_bits_destroy(&bits);
fclose(fout);

return 0;
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Herlein, et al. Expires Cctober 24, 2007 [ Page 1]
Internet-Draft Speex April 2007
Abstract

Speex is an open-source voice codec suitable for use in Voice over IP
(Vol P) type applications. This docunent describes the payload format
for Speex generated bit streams within an RTP packet. Al so included

here are the necessary details for the use of Speex with the Session

Description Protocol (SDP).
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Herlein, et al. Expires Cctober 24, 2007 [ Page 3]
Internet-Draft Speex April 2007
1. Introduction

Speex is based on the CELP [CELP] encoding technique with support for
ei ther narrowband (nomnal 8kHz), wi deband (nom nal 16kHz) or ultra-

wi deband (noninal 32kHz). The main characteristics can be sunmarized
as follows:

o Free software/open-source

0 Integration of wideband and narrowband in the same bit-stream

0 Wde range of bit-rates available

0 Dynamic bit-rate switching and variable bit-rate (VBR)

0 Voice Activity Detection (VAD, integrated with VBR)

0 Variable conplexity

To be conpliant with this specification, inplenmentations MJST support

8 kHz sanpling rate (narrowband)" and SHOULD support 8 kbps bitrate.
The sanpling rate MUST be 8, 16 or 32 kHz.
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Herlein, et al. Expires Cctober 24, 2007 [ Page 4]

Internet-Draft Speex April 2007

2. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC2119 [RFC2119] and
indicate requirenment levels for conpliant RTP inplenentations.
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lein, et al. Expires Cctober 24, 2007 [ Page 5]
ernet-Draft Speex April 2007
RTP usage for Speex

RTP Speex Header Fields

The RTP header is defined in the RTP specification [RFC3550]. This
section defines how fields in the RTP header are used.

Payl oad Type (PT): The assignnent of an RTP payload type for this
packet format is outside the scope of this docunment; it is
specified by the RTP profile under which this payload format is
used, or signaled dynamically out-of-band (e.g., using SDP).

Marker (M bit: The Mbit is set to one to indicate that the RTP
packet payload contains at |east one conplete frame

Extension (X) bit: Defined by the RTP profile used.

Timestanp: A 32-bit word that corresponds to the sanpling instant
for the first frame in the RTP packet.

RTP payl oad format for Speex

The RTP payl oad for Speex has the format shown in Figure 1. No

addi tional header fields specific to this payload format are
required. For RTP based transportation of Speex encoded audio the
standard RTP header [RFC3550] is followed by one or nore payload data
bl ocks. An optional padding termnator may al so be used

0 1 2 3
01234567890123456789012345678901
T e R SR SR S A
| RTP Header |
+=+=t+=+ =+ ===ttt st s st st s s s s s s s s s s s s s s s s s s st

| one or nore frames of Speex ....
T e R SHip SR S A e
| one or nmore franmes of Speex .... | paddi ng
T e R SHip SR S A e

Figure 1: RTP payl oad for Speex
Speex payl oad
For the purposes of packetizing the bit streamin RTP, it is only
necessary to consider the sequence of bits as output by the Speex

encoder [speexenc], and present the same sequence to the decoder
The payl oad fornmat described here maintains this sequence.
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A typical Speex frame, encoded at the maxinmumbitrate, is approx. 110

lein, et al. Expires Cctober 24, 2007 [ Page 6]

ernet-Draft Speex April 2007

octets and the total nunber of Speex frames SHOULD be kept |ess than
the path MU to prevent fragmentation. Speex frames MJST NOT be
fragmented across multiple RTP packets,

An RTP packet MAY contain Speex franes of the same bit rate or of
varying bit rates, since the bit-rate for a frame is conveyed in band
with the signal.

The encodi ng and decodi ng al gorithm can change the hit rate at any 20
msec frame boundary, with the bit rate change notification provided
in-band with the bhit stream Each frame contains both "node"
(narrowband, w deband or ultra-w deband) and "sub-node" (bit-rate)
information in the bit stream No out-of-band notification is
required for the decoder to process changes in the bhit rate sent by

t he encoder

Sanpling rate values of 8000, 16000 or 32000 Hz MUST be used. Any
other sanpling rates MUST NOT be used

The RTP payl oad MUST be padded to provide an integer nunber of octets
as the payload length. These padding bits are LSB aligned in network
octet order and consist of a O followed by all ones (until the end of
the octet). This padding is only required for the last frame in the
packet, and only to ensure the packet contents ends on an oct et
boundary.

Exanpl e Speex packet

In the exanple bel ow we have a single Speex frame with 5 bits of
padding to ensure the packet size falls on an octet boundary.

0 1 2 3
01234567890123456789012345678901
e w i T S S T T i s Sl S B S S S S S
| RTP Header |
A R R R e
| ..speex data.. |
e w i T S S T T i s Sl S B S S S S S
| ..speex data.. [011117
e w i T S S T T i s Sl S B S S S S S

Mil tiple Speex frames in a RTP packet
Bel ow is an exanple of two Speex franes contained within one RTP

packet. The Speex frame length in this exanple fall on an octet
boundary so there is no padding.
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payl oad and are responsible for detecting the 20 nmsec boundaries
bet ween each frane.

0 1 2 3
01234567890123456789012345678901
e w i T S S T T i s Sl S B S S S S S
| RTP Header |
I e = R R R e A e e R
| ..speex frane 1.. |
i S T i St i S i i S (N
| ..speex frame 1.. | ..speex frane 2.. |
e w i T S S T T i s Sl S B S S S S S
| ..speex franme 2.. |
i S T i St i S i i S (N
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4. | ANA Consi derations
Thi's docurment defines the Speex nedia type.
4.1. Media Type Registration
This section describes the nedia types and names associated with this
payl oad format. The section registers the nedia types, as per
RFCA4288 [ RFCA288]
4.1.1. Registration of nedia type audi o/ speex
Medi a type name: audio
Medi a subtype nane: speex
Required paraneters:
None
Optional paraneters:
ptime: see RFC 4566. SHOULD be a multiple of 20 msec.
maxptinme: see RFC 4566. SHOULD be a nultiple of 20 nsec.

Encodi ng consi derations:

This nedia type is framed and binary, see section 4.8 in
[ RFCA288] .

Security considerations: See Section 6
Interoperability considerations:

None.
Publ i shed specification: RFC XXXX [This RF(].
Applications which use this media type:

Audi o stream ng and conferencing applications.
Addi tional information: none

Person and emi| address to contact for further information :
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Alfred E. Heggestad: aeh@b.org

I ntended usage: COMMON

Restrictions on usage:
This nedia type depends on RTP framing, and hence is only defined
for transfer via RTP [RFC3550]. Transport within other franing
protocols is not defined at this tine.

Author: Alfred E. Heggestad

Change controller:

| ETF Audi o/ Video Transport working group del egated fromthe IESG
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5. SDP usage of Speex

Wien conveying information by SDP [ RFC4566], the encoding nane MUST
be set to "speex". An exanple of the nedia representation in SDP for
offering a single channel of Speex at 8000 sanples per second night
be

mraudi o 8088 RTP/ AVP 97
a=rtpmap: 97 speex/ 8000

Note that the RTP payload type code of 97 is defined in this nmedia
definition to be 'mapped’ to the speex codec at an 8kHz sanpling
frequency using the "a=rtpmap’ line. Any nunber from 96 to 127 coul d
have been chosen (the allowed range for dynamc types).

The val ue of the sampling frequency is typically 8000 for narrow band
operation, 16000 for w de band operation, and 32000 for ultra-w de
band operation

If for some reason the offerer has bandw dth linitations, the client
may use the "b=" header, as explained in SDP [ RFC4566]. The
following exanple illustrates the case where the offerer cannot
receive nore than 10 kbit/s

nmraudi o 8088 RTP/ AVP 97
b=AS: 10
a=rtmp: 97 speex/ 8000

In this case, if the remote part agrees, it should configure its
Speex encoder so that it does not use nodes that produce nore than 10
kbit/s. Note that the "b=" constraint also applies on all payl oad
types that may be proposed in the nedia line ("ne").

An other way to make reconmendations to the remote Speex encoder is
to use its specific parameters via the a=fnmp: directive. The
followi ng parameters are defined for use in this way:

ptime: duration of each packet in mlliseconds.

sr: actual sanple rate in Hz.

ebw. encodi ng bandwidth - either "narrow or 'wide or 'ultra
(corresponds to noninal 8000, 16000, and 32000 Hz sanpling rates).
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vbr: variable bit rate - either 'on’ 'off’ or 'vad' (defaults to
off). If on, variable bit rate is enabled. If off, disabled. If
set to 'vad then constant bit rate is used but silence will be
encoded with special short franes to indicate a lack of voice for
that period.

cng: confort noise generation - either "on" or 'off’. |If off then
silence franes will be silent; if "on” then those frames will be
filled with confort noise.

mode: Speex encoding mode. Can be {1,2,3,4,5,6,any} defaults to 3
in narrowband, 6 in wide and ultra-wi de.

Exampl es:

mraudi 0 8008 RTP/ AVP 97
a=rtpmap: 97 speex/ 8000
a=fnt p: 97 node=4

This exanples illustrate an offerer that wishes to receive a Speex
stream at 8000Hz, but only using speex node 4.

Several Speex specific parameters can be given in a single a=fntp
line provided that they are separated by a seni-col on:

a=fnt p: 97 node=any; node=1

The offerer may indicate that it wishes to send variable bit rate
frames with confort noise:

mraudi o 8088 RTP/ AVP 97
a=rtmp: 97 speex/ 8000
a=fnt p: 97 vbr=on; cng=on

The "ptime" attribute is used to denote the packetization interva
(ie, how many mlliseconds of audio is encoded in a single RTP
packet). Since Speex uses 20 msec franes, ptine values of multiples
of 20 denote nultiple Speex frames per packet. Values of ptime which
are not nultiples of 20 MUST be ignored and clients MJST use the
default value of 20 instead.

[ mpl enent ations SHOULD support ptinme of 20 msec (i.e. one frane per
packet)
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there are 2 franes in each packet.

mraudi o 8008 RTP/ AVP 97
a=rtpmap: 97 speex/ 8000
a=ptinme: 40

Note that the ptime paraneter applies to all payloads listed in the
media line and is not used as part of an a=fmp directive.

Val ues of ptime not nultiple of 20 nmsec are neaningless, so the
receiver of such ptime values MJST ignore them [If during the life
of an RTP session the ptine value changes, when there are nultiple
Speex frames for exanple, the SDP value nust also reflect the new
val ue.

Care nust be taken when setting the value of ptine so that the RTP
packet size does not exceed the path MU
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6. Security Considerations

RTP packets using the payload format defined in this specification
are subject to the security considerations discussed in the RTP
specification [RFC3550], and any appropriate RTP profile. This
inplies that confidentiality of the media streams is achieved by
encryption. Because the data conpression used with this payload
format is applied end-to-end, encryption may be performed after
conpression so there is no conflict between the two operations

A potential denial-of-service threat exists for data encodings using
conpr essi on techniques that have non-uniform receiver-end

conput ational load. The attacker can inject pathological datagrans
into the streamwhich are conplex to decode and cause the receiver to
be overloaded. However, this encoding does not exhibit any
significant non-uniformty.

As with any |P-based protocol, in some circunmstances a receiver may
be overloaded sinply by the receipt of too nmany packets, either
desired or undesired. Network-layer authentication nmay be used to
di scard packets from undesired sources, but the processing cost of
the authentication itself may be too high.
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D. Speex License

Redistribution and use in source and binary forms, with dhetit modification, are permitted provided that the followi
conditions are met:

¢ Redistributions of source code must retain the above cgbymiotice, this list of conditions and the following disoteer.

e Redistributions in binary form must reproduce the aboveydgpt notice, this list of conditions and the following
disclaimer in the documentation and/or other materialsigem with the distribution.

¢ Neither the name of the Xiph.org Foundation nor the namessaddntributors may be used to endorse or promote
products derived from this software without specific prioiti@n permission.

THIS SOFTWARE IS PROVIDED BY THE COPYRIGHT HOLDERS AND CONTBUTORS “AS IS” AND ANY EX-
PRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED TOTHE IMPLIED WARRANTIES OF MER-
CHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE ARE DISCAIMED. IN NO EVENT SHALL THE
FOUNDATION OR CONTRIBUTORS BE LIABLE FOR ANY DIRECT, INDIRET, INCIDENTAL, SPECIAL, EXEM-
PLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF SUBSTI-
TUTE GOODS OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BNES$S INTERRUPTION) HOWEVER
CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN CONTRACT, SRICT LIABILITY, OR TORT (IN-
CLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF Ti# USE OF THIS SOFTWARE, EVEN
IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.
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Version 1.1, March 2000
Copyright (C) 2000 Free Software Foundation, Inc. 59 TerRéee, Suite 330, Boston, MA 02111-1307 USA Everyone
is permitted to copy and distribute verbatim copies of tlusrise document, but changing it is not allowed.

0. PREAMBLE

The purpose of this License is to make a manual, textbookher evritten document "free" in the sense of freedom: toressu
everyone the effective freedom to copy and redistributeitty or without modifying it, either commercially or noncaner-
cially. Secondarily, this License preserves for the autirat publisher a way to get credit for their work, while notriggi
considered responsible for modifications made by others.

This License is a kind of "copyleft”, which means that deti@works of the document must themselves be free in the
same sense. It complements the GNU General Public Licergehis a copyleft license designed for free software.

We have designed this License in order to use it for manualsde software, because free software needs free documen-
tation: a free program should come with manuals providirgsidime freedoms that the software does. But this License is no
limited to software manuals; it can be used for any textuakwiegardless of subject matter or whether it is published a
printed book. We recommend this License principally for keawhose purpose is instruction or reference.

1. APPLICABILITY AND DEFINITIONS

This License applies to any manual or other work that costaimotice placed by the copyright holder saying it can be
distributed under the terms of this License. The "Documeéddlow, refers to any such manual or work. Any member of the
public is a licensee, and is addressed as "you".

A "Modified Version" of the Document means any work contagntine Document or a portion of it, either copied verbatim,
or with modifications and/or translated into another larggua

A "Secondary Section" is a named appendix or a front-ma#etian of the Document that deals exclusively with the
relationship of the publishers or authors of the Documetitédocument’s overall subject (or to related matters) amdains
nothing that could fall directly within that overall subfe¢For example, if the Document is in part a textbook of mathgcs,

a Secondary Section may not explain any mathematics.) Tatomeship could be a matter of historical connection with t
subject or with related matters, or of legal, commerciallgsophical, ethical or political position regarding them

The "Invariant Sections" are certain Secondary Sectioraswlitles are designated, as being those of Invariant@®egtin
the notice that says that the Document is released unddriti@ese.

The "Cover Texts" are certain short passages of text thaistéed, as Front-Cover Texts or Back-Cover Texts, in théceot
that says that the Document is released under this License.

A "Transparent” copy of the Document means a machine-réadalpy, represented in a format whose specification is
available to the general public, whose contents can be deang edited directly and straightforwardly with generixtte
editors or (for images composed of pixels) generic paingmms or (for drawings) some widely available drawing adlito
and that is suitable for input to text formatters or for auddictranslation to a variety of formats suitable for inpaittéxt
formatters. A copy made in an otherwise Transparent file &nvhose markup has been designed to thwart or discourage
subsequent modification by readers is not Transparent. jtta is not "Transparent” is called "Opaque".

Examples of suitable formats for Transparent copies irelpldin ASCII without markup, Texinfo input forma#TeX
input format, SGML or XML using a publicly available DTD, amstandard-conforming simple HTML designed for human
modification. Opaque formats include PostScript, PDF, petgry formats that can be read and edited only by propsieta
word processors, SGML or XML for which the DTD and/or prodéeggools are not generally available, and the machine-
generated HTML produced by some word processors for outppigses only.

The "Title Page" means, for a printed book, the title pagafitplus such following pages as are needed to hold, legidy
material this License requires to appear in the title pagewerks in formats which do not have any title page as sucitieg"T
Page" means the text near the most prominent appearancewbtk’s title, preceding the beginning of the body of thettex
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2. VERBATIM COPYING

You may copy and distribute the Document in any medium, eitleenmercially or noncommercially, provided that this
License, the copyright notices, and the license noticenggtis License applies to the Document are reproduced aoples,
and that you add no other conditions whatsoever to thosei®tibense. You may not use technical measures to obstruct
or control the reading or further copying of the copies yolkenar distribute. However, you may accept compensation in
exchange for copies. If you distribute a large enough nurabeopies you must also follow the conditions in section 3.

You may also lend copies, under the same conditions stataceabnd you may publicly display copies.

3. COPYING IN QUANTITY

If you publish printed copies of the Document numbering ntbem 100, and the Document’s license notice requires Cover
Texts, you must enclose the copies in covers that carryrlglaad legibly, all these Cover Texts: Front-Cover Textstloa
front cover, and Back-Cover Texts on the back cover. Botlecowmust also clearly and legibly identify you as the pulgish

of these copies. The front cover must present the full tifld all words of the title equally prominent and visible. Ymay

add other material on the covers in addition. Copying witargfes limited to the covers, as long as they preserve thefitl
the Document and satisfy these conditions, can be treategrbatim copying in other respects.

If the required texts for either cover are too voluminous tadefjibly, you should put the first ones listed (as many as fit
reasonably) on the actual cover, and continue the rest aljgoent pages.

If you publish or distribute Opaque copies of the Documembering more than 100, you must either include a machine-
readable Transparent copy along with each Opaque copwteristor with each Opaque copy a publicly-accessible coamput
network location containing a complete Transparent coplg@Document, free of added material, which the generalontw
using public has access to download anonymously at no cliaigg public-standard network protocols. If you use thetat
option, you must take reasonably prudent steps, when yau Hesiribution of Opaque copies in quantity, to ensure that
Transparent copy will remain thus accessible at the statgatibn until at least one year after the last time you distg an
Opague copy (directly or through your agents or retailef)at edition to the public.

It is requested, but not required, that you contact the astbithe Document well before redistributing any large nemb
of copies, to give them a chance to provide you with an updatesion of the Document.

4. MODIFICATIONS

You may copy and distribute a Modified Version of the Documeamder the conditions of sections 2 and 3 above, provided
that you release the Modified Version under precisely thighse, with the Modified Version filling the role of the Docurhe
thus licensing distribution and modification of the Modifiéelrsion to whoever possesses a copy of it. In addition, yostmu
do these things in the Modified Version:

e A.Use in the Title Page (and on the covers, if any) a titleidétfrom that of the Document, and from those of previous
versions (which should, if there were any, be listed in thetbtly section of the Document). You may use the same title
as a previous version if the original publisher of that vengjives permission.

e B. List on the Title Page, as authors, one or more personstitiesimesponsible for authorship of the modifications in
the Modified Version, together with at least five of the prpatiauthors of the Document (all of its principal authors, if
it has less than five).

e C. State on the Title page the name of the publisher of the fibatN/ersion, as the publisher.
e D. Preserve all the copyright notices of the Document.
e E. Add an appropriate copyright notice for your modificat@ujacent to the other copyright notices.

¢ F. Include, immediately after the copyright notices, arige notice giving the public permission to use the Modified
Version under the terms of this License, in the form showm@éAddendum below.

e G. Preserve in that license notice the full lists of Invari@actions and required Cover Texts given in the Document’s
license notice.

e H. Include an unaltered copy of this License.
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I. Preserve the section entitled "History", and its titled@dd to it an item stating at least the title, year, new asttand
publisher of the Modified Version as given on the Title Pad¢hére is no section entitled "History" in the Document,
create one stating the title, year, authors, and publishéreoDocument as given on its Title Page, then add an item
describing the Modified Version as stated in the previoutesere.

¢ J. Preserve the network location, if any, given in the Doauirfar public access to a Transparent copy of the Document,
and likewise the network locations given in the Documenfpi@vious versions it was based on. These may be placed
in the "History" section. You may omit a network location Bowork that was published at least four years before the
Document itself, or if the original publisher of the versibnefers to gives permission.

e K. In any section entitled "Acknowledgements" or "Dedioas", preserve the section’s title, and preserve in thémsect
all the substance and tone of each of the contributor acledy@ments and/or dedications given therein.

e L. Preserve all the Invariant Sections of the Document,tenadl in their text and in their titles. Section numbers er th
equivalent are not considered part of the section titles.

e M. Delete any section entitled "Endorsements". Such a@gotiay not be included in the Modified Version.

¢ N. Do not retitle any existing section as "Endorsementsbaanflict in title with any Invariant Section.

If the Modified Version includes new front-matter sectiomappendices that qualify as Secondary Sections and cambain
material copied from the Document, you may at your optiongiege some or all of these sections as invariant. To do this,
add their titles to the list of Invariant Sections in the Mietl Version'’s license notice. These titles must be disfireh any
other section titles.

You may add a section entitled "Endorsements", provideatitains nothing but endorsements of your Modified Version by
various parties—for example, statements of peer reviehatthe text has been approved by an organization as theraative
definition of a standard.

You may add a passage of up to five words as a Front-Cover Tek@ passage of up to 25 words as a Back-Cover Text,
to the end of the list of Cover Texts in the Modified Version.lYOoone passage of Front-Cover Text and one of Back-Cover
Text may be added by (or through arrangements made by) angraite If the Document already includes a cover text for
the same cover, previously added by you or by arrangemerd imathe same entity you are acting on behalf of, you may not
add another; but you may replace the old one, on explicit fgesion from the previous publisher that added the old one.

The author(s) and publisher(s) of the Document do not byititisnse give permission to use their names for publicity for
or to assert or imply endorsement of any Modified Version.

5. COMBINING DOCUMENTS

You may combine the Document with other documents releasdéruhis License, under the terms defined in section 4
above for modified versions, provided that you include indbmbination all of the Invariant Sections of all of the onigi
documents, unmodified, and list them all as Invariant Sestaf your combined work in its license notice.

The combined work need only contain one copy of this Liceard,multiple identical Invariant Sections may be replaced
with a single copy. If there are multiple Invariant Sectiovith the same name but different contents, make the titleaohe
such section unique by adding at the end of it, in parenthésesame of the original author or publisher of that secifion
known, or else a unique number. Make the same adjustment &etttion titles in the list of Invariant Sections in the tise
notice of the combined work.

In the combination, you must combine any sections entittéigtory" in the various original documents, forming onetist
entitled "History"; likewise combine any sections entitlécknowledgements”, and any sections entitled "Dedicegi. You
must delete all sections entitled "Endorsements."

6. COLLECTIONS OF DOCUMENTS

You may make a collection consisting of the Document andradleeuments released under this License, and replace the
individual copies of this License in the various documerith & single copy that is included in the collection, proddbat
you follow the rules of this License for verbatim copying aicé of the documents in all other respects.

You may extract a single document from such a collection,distdibute it individually under this License, providedwo
insert a copy of this License into the extracted documerd,fallow this License in all other respects regarding verbat
copying of that document.
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7. AGGREGATION WITH INDEPENDENT WORKS

A compilation of the Document or its derivatives with otheparate and independent documents or works, in or on a valtime
a storage or distribution medium, does not as a whole coumtadified Version of the Document, provided no compilation
copyright is claimed for the compilation. Such a compilatie called an "aggregate”, and this License does not apply to
the other self-contained works thus compiled with the Doentnon account of their being thus compiled, if they are not
themselves derivative works of the Document.

If the Cover Text requirement of section 3 is applicable ®sthcopies of the Document, then if the Document is less than
one quarter of the entire aggregate, the Document’s Covds Tieay be placed on covers that surround only the Document
within the aggregate. Otherwise they must appear on coveusid the whole aggregate.

8. TRANSLATION

Translation is considered a kind of modification, so you majrithute translations of the Document under the terms of
section 4. Replacing Invariant Sections with translaticetpuires special permission from their copyright holdérs, you
may include translations of some or all Invariant Sectionaddition to the original versions of these Invariant Sedi You
may include a translation of this License provided that yiso include the original English version of this License.chse

of a disagreement between the translation and the origingligh version of this License, the original English versiaill
prevail.

9. TERMINATION

You may not copy, modify, sublicense, or distribute the Dueat except as expressly provided for under this Licensg. An
other attempt to copy, modify, sublicense or distribute Eleeument is void, and will automatically terminate yourhtg
under this License. However, parties who have receivedespir rights, from you under this License will not have their
licenses terminated so long as such parties remain in folptiance.

10. FUTURE REVISIONS OF THIS LICENSE

The Free Software Foundation may publish new, revisedmessif the GNU Free Documentation License from time to time.
Such new versions will be similar in spirit to the presensien, but may differ in detail to address new problems or eons.
See http://www.gnu.org/copyleft/.

Each version of the License is given a distinguishing versiomber. If the Document specifies that a particular nunthere
version of this License "or any later version" applies tydu have the option of following the terms and conditionbeitof
that specified version or of any later version that has beéfighed (not as a draft) by the Free Software Foundatiorhdf t
Document does not specify a version number of this License myay choose any version ever published (not as a draft) by
the Free Software Foundation.
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